Artificial intelligence (AI) and machine learning (ML) techniques have been applied to support certain tasks in material science research. Some of those are: accelerated simulation, to predict properties of new materials, planning the route to synthesize materials and experimental parameter optimization (Mueller 2016, Butler 2018, Sha 2020). In the framework of this paper, we are interested in experimental design algorithms which are aimed to reduce the number of required experiments (Dieb, 2018). The approach implies generating a set of candidates (experiments), each candidate is evaluated according to an objective function and the most promising candidates are selected to be performed at the laboratory. In that way, the idea is to conduct only promising experiments, saving resources. An important element is how to assess the candidate experiments. To do so, we propose to use the data of some experiments already performed to train a model to predict a valuable property, in this case the absorbance. Then, through the model, evaluate new candidate experiments to decide which ones are interesting to be carried out.

We will use the *supervised learnin*g approach. With it, we use labeled data, to infer a model. The labeled data set is used as the basis for predicting the values of other unlabeled data through the use of machine learning algorithms. There are several supervised learning methods. In this work, we tested Support Vector Machine (SVM), Linear Regression (LR), and Artificial Neural Networks. The best result was given by the ANN, thus we concentrate here on the foundations of it.

In few words, an ANN is a network of processing units called artificial neurons. Neurons are connected following a certain topology. Fig. XXX illustrates a typical Multi-Layer Perceptron (MLP). Each neuron performs two operations. The first one is computing the *net input function*, which is a weighted sum of all the inputs to the neuron. If **x**={x1, …, xn} are the input values and **w**={w1, …, wn} are the weights, S=SUM1 n (xi\*wi). The result is input to an activation function f(S), which will generate an output of the neuron. It is common to use a logistic regression function f(s)=1/(1+e^-s), although other functions are also possible (ReLu, identity and tanh). The network is trained following what is called a backpropagation algorithm, which implies iterating until a certain error value is obtained.

The dataset used to train the model is comprised of 632 samples, each with 4 attributes or features: treatment time, atomic concentration of the nanoparticle and type of bacteria. In each case we have a measurement of the absorbance. The Orange ML platform (Demsar 2013) was used to generate several models and compare them. Four activation functions were selected, and three solvers, five alpha values and eight max iteration values. The performance of the models was evaluated using root mean square (RMSE), mean absolute error (MAE), mean square error (MSE) and coefficient of determination (R2). Table 1 shows the results for *S. aurea*, and Table 2 shows the results for *E. Coli*. The best setup is marked in bold. For *S. aureus* the best is a neural network with 121 hidden neurons, ReLu activation and L-BFGS-B solver. R2 = 0.983, which indicated a good representation of the data. The error is approximately 2%. In the case of *E. Coli*, the best result is a neural network with 140 hidden neurons, trained with ReLu activation and L-BFGS-B solver. The results show R2= 0.9870, with an error of 2.3%.

Table 1, *S. aureus*

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Number Hidden Neurons | Activation | Solver | Alpha | Max iterations | RMSE | MAE | R2 |
| 200 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0310 | 0.0210 | 0.9820 |
| 250 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0300 | 0.0200 | 0.9830 |
| 150 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0300 | 0.0200 | 0.9830 |
| 121 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0310 | 0.0200 | 0.9830 |
| 121 | Identity | L-BFGS-B | 0.0001 | 100 | 0.1880 | 0.1433 | 0.0339 |
| 121 | Logistic | L-BFGS-B | 0.0001 | 100 | 0.1880 | 0.1430 | 0.3390 |
| 121 | Tanh | L-BFGS-B | 0.0001 | 100 | 0.0370 | 0.0280 | 0.9750 |
| 121 | ReLu | SGD | 0.0001 | 100 | 0.2070 | 0.1470 | 0.1980 |
| 121 | ReLu | Adam | 0.0001 | 100 | 0.1180 | 0.0790 | 0.7390 |
| 121 | ReLu | L-BFGS-B | 0.0005 | 100 | 0.0310 | 0.0200 | 0.9820 |
| 121 | ReLu | L-BFGS-B | 0.01 | 100 | 0.0310 | 0.0200 | 0.9820 |
| 121 | ReLu | L-BFGS-B | 0.1 | 100 | 0.0310 | 0.0220 | 0.9820 |
| 121 | ReLu | L-BFGS-B | 1 | 100 | 0.0660 | 0.0430 | 0.9190 |
| 121 | ReLu | L-BFGS-B | 0.1 | 70 | 0.0320 | 0.0240 | 0.9800 |
| 121 | ReLu | L-BFGS-B | 0.1 | 85 | 0.0320 | 0.0230 | 0.9810 |
| **121** | **ReLu** | **L-BFGS-B** | **0.0001** | **95** | **0.0300** | **0.0200** | **0.9830** |

Table 2, E. coli.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Number Hidden Neurons | Activation | Solver | Alpha | Max iterations | RMSE | MAE | R2 |
| 150 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0380 | 0.0270 | 0.9830 |
| 100 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0390 | 0.0280 | 0.9820 |
| 75 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0400 | 0.0290 | 0.9810 |
| 50 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0500 | 0.0360 | 0.9700 |
| 175 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0390 | 0.0280 | 0.9820 |
| 200 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0370 | 0.0270 | 0.9840 |
| 500 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0360 | 0.0260 | 0.9850 |
| 140 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0390 | 0.0280 | 0.9830 |
| 140 | Identity | L-BFGS-B | 0.0001 | 100 | 0.1680 | 0.1290 | 0.6680 |
| 140 | Logistic | L-BFGS-B | 0.0001 | 100 | 0.1680 | 0.1280 | 0.6690 |
| 140 | tanh | L-BFGS-B | 0.0001 | 100 | 0.0700 | 0.0530 | 0.9420 |
| 140 | ReLu | L-BFGS-B | 0.0001 | 100 | 0.0390 | 0.0280 | 0.9850 |
| 140 | ReLu | SGD | 0.0001 | 100 | 0.1720 | 0.1310 | 0.6520 |
| 140 | ReLu | Adam | 0.0001 | 100 | 0.1110 | 0.0830 | 0.8540 |
| 140 | ReLu | L-BFGS-B | 0.0005 | 100 | 0.0400 | 0.0280 | 0.9820 |
| 140 | ReLu | L-BFGS-B | 0.001 | 100 | 0.0400 | 0.0280 | 0.9820 |
| 140 | ReLu | L-BFGS-B | 0.01 | 100 | 0.0400 | 0.0290 | 0.9810 |
| 140 | ReLu | L-BFGS-B | 1 | 100 | 0.0800 | 0.0580 | 0.9240 |
| 140 | ReLu | L-BFGS-B | 0.0001 | 150 | 0.0340 | 0.0240 | 0.9860 |
| 140 | ReLu | L-BFGS-B | 0.0001 | 200 | 0.0330 | 0.0220 | 0.9870 |
| 140 | ReLu | L-BFGS-B | 0.0001 | 250 | 0.0330 | 0.0220 | 0.9870 |
| 140 | ReLu | L-BFGS-B | 0.0001 | 500 | 0.0330 | 0.0210 | 0.9870 |
| 140 | ReLu | L-BFGS-B | 0.0001 | 75 | 0.0450 | 0.0330 | 0.9760 |
| **140** | **ReLu** | **L-BFGS-B** | **0.0001** | **165** | **0.0340** | **0.0230** | **0.9870** |

.

In a previous work (Navarro 2021), we have done this for ZnO dopped with Yterbium. In future work we would like to determine whether such methodology could be generalized to represent the effect of more rare earth elements.
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